
• A complaint over the thoroughness of a search/narrow interpretation of a request.

The matters outstanding from 2023 are:
• Awaiting a decision from Melbourne City Council, due 21st June 2023, which at the

time of writing is a delay of some 304 days;
• Another complaint over the thoroughness of a search/narrow interpretation of a

request.
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Answers to Questions on Notice

Paul Mercurio: What’s your hit rate on FOI requests?

Thank you for the question.

Taking a sampling of FOI requests since 2020, the over-all average ‘hit rate’ for information 
release is approximately 22%.

This figure was determined as the average of sampled requests, calculated as pages 
released in full versus pages found, and a half-percentage point deducted for each page 
released in part, which represents an average approximation of the extent of redactions 
applied to the source material using various exemptions.

Overall average timeliness, at the time of writing, is -3,242.63% (or average of 114 days 
delay/overdue from statutory decision due dates). 

For specific detail, please see the attached spreadsheet for the calculation data.

The matter outstanding from 2022 is:

Received 23 April 2024



Jade Benham: You have mentioned the UK model, but other 
jurisdictions like New South Wales, Queensland and even the feds have 
the push FOI models or access to information. Have you spoken to any 
of your counterparts in other jurisdictions, and have they offered any 
insights that we might find valuable?

Thank you for the question.

We note that the Police Union supports disclosure logs. We welcome disclosure logs in our
joint submission, and so are encouraged that the Police Union shares this view.

We would also certainly support seeing more disclosure qualitatively and quantitatively 
through informal requests, but as we note in our submission, agencies seem to have a 
strong aversion to this pathway, so it is not something we have a lot of experience with 
seeing. Our experience, again as noted in the submission, is in fact the inverse—an 
aversion to informal release, as well as an aversion to formal release via invoking 
exceptions in fanciful or speculative ways to prevent disclosure, the extreme lateness, or 
delaying of request decisions, etc.
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Kim Wells: One of the concerns from one of the witnesses has been that
if you were to release Body Worn camera video, then it could be edited 
to suit the person receiving it, who can then go to the media and go, 
‘Look what happened.’ So I guess there is that concern. Thoughts?

Thank you for the question.

I take it to mean you’re positing someone making edits that may be misleading or alter the 
context of the source material in ways that may contribute to personal or social harms. If 
so, I respectfully do not share the concern. I have not had an experience of that occurring 
with FOI releases, nor seen evidence that it is a systemic occurrence since the Act was 
introduced.

The Act places no restrictions on publishing, which is a good thing, and I believe should be
upheld. So, technically, anyone can modify a document in malevolent ways already. 
However, again, I have no experience where this has occurred, nor seen evidence that is a
systemic occurrence.  All FOI releases in journalistic or advocacy work that I have been 
exposed to have been published in good faith, and have been useful and relevant for 
accountability, public discourse, and civic engagement—all of which aligns with the 
existing object of the Act, per section 3.

Addressing the concern however, all FOI material is traceable to its source usually by 
watermarked request identifiers or decision identifiers. So, if a situation should arise where
source material integrity is questionable, the Act is at any persons disposal to access to 
the same source material should they wish to independently verify it.

Furthermore to the concern about Body Worn Camera (BWC) footage specifically, it could 
be notable for the Committee to turn it’s attention to the ways BWC footage has largely 
been openly published in the United States across social media platforms for at least the 
past decade. In these contexts, during these years, in my experience, the publishing of the
footage has been helpful for accountability, public discourse, and civic engagement, and I 
submit the same would apply in Victoria.

I do understand and accept that media manipulation and disinformation/misinformation is a
real and valid concern in the culture currently, but I do not think that expanding the 
provision of the FOI Act to BWC footage (or any other material for that matter) would itself 
introduce specific detrimental harms at a personal or cultural level. If anything, my view is 
the inverse: expanding the public’s right to information strengthens public discourse and 
civic engagement—and such access to verifiable and accurate information is what 
reinforces and upholds democracy, justice, transparency, and accountability. Experts in the
disinformation space,1 et al, argue that its precisely these sorts of mechanisms that ‘weed 
out’ and dis-incentivise bad actors.

1 The Centre for Humane Technology, for example.
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Tim Reed: If we are looking at redesigning the system from a legislative 
point of view, can you think of any changes that we could make? 
Obviously, part of this is going to be resourcing VCAT, but beyond that 
is there anything else we could do to improve the system?

We support the calls made by Office of the Victorian Information Commissioner (OVIC),2 
Law Institute Victoria (LIV),3 to completely overhaul the Act and its systems, and replace 
them with a cohesive modernised Access To Information (ATI) law and structure; to 
modernise, remove antiquated systems, etc.

We support the calls for exceptions rather than exemptions.

We support the recommendations of modernisation and simplification of language for a 
new ATI law, so that interpretation and application is consistent and strengthened.

1. Refusal, Obfuscation, and Delay
We support the commentary of LIV in regards to s25A4 and cite similar experiences in our 
joint submission around s25A being used by agencies for delay and avoidance. We also 
note the statistics published by OVIC regarding the increased use of s25A to avoid 
processing requests,5 and support the recommendation to repeal the section.6 

We support the concerns of the Australia’s Right to Know submission pertaining to the use 
of exemptions relating to increasing secrecy,7 and the Monash University study that found 
significant differences in how FOI is viewed an implemented across agencies.8

We would reiterate our evidence around introducing penalties or sanctions with regard to 
statutory lateness, invoking exemptions in bad faith, or using other aspects of the Act for 
obfuscation and delay, to seriously dis-incentivise such consistent negative outcomes for 
applicants, and as a ‘hard-feedback’ mechanism to seriously incentivise cultural change, 
and keep it steered towards appropriate and timely disclosure. As we’ve seen with the 
current model for the past several years, the ability for agencies to make only 
recommendations (which are largely ignored) does not seem to be improving outcomes.

2. The Review Process
We support calls to empower OVIC’s oversight roles and capacity, and recommend that 
both the complaints and reviews processes should be redesigned for consistency, 
thoroughness, reduced administrative burden for all parties, and easier access to dispute 
resolution. A complaint and review pathway that is smoother, applicant-focused, and 
interested in providing greater and more qualitative disclosure outcomes is very welcome.

2 Submission 55, page 6, 9 (Recommendation 1), 45-46.
3 Submission 22, pages 1-3.
4 Submission 22, page 6, paragraph 7(II).
5 Submission 55, page 106.
6 Submission 55, page 15 (Recommendation 39), 118-121.
7 Submission 27, pages 3-4.
8 Ibid.
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We note that Victoria Police “considers that timeframes for agencies to lodge reviews with 
VCAT should be lengthened” from 14 days to 30 days.9 In light of Victoria Police’s 
extremely poor record on timeliness, we would not support such an extension. We’ve 
experienced Victoria Police lodge reviews straight away in this manner, only to withdraw 
them shortly before hearing dates, which inconveniences and confuses applicants, 
burdens the system, takes away space for genuine reviews, and as such is often 
construed as the agency operating in bad faith.

If Victoria Police genuinely wants to disburden the system with needless review 
applications as they claim, then they should allocate some of their significant resources to 
comply with the Act, rather than continuing to bring vexatious review applications, or be 
seeking further extensions of time to their already very-poor record on timeliness.

3. Definition of Document
We support Public Record Office of Victoria’s recommendation to expand the definition of 
document to material in storage; for material that relates to commercial providers; and that 
access should be extended to documents regardless of their age.10

We support OVIC’s recommendation pertaining to information not just documents11 and 
refer to the joint submission, where we believe we also make good examples of the 
distinction between documents and information, along with other submitters.12

We believe the UK system is a better model to draw on pertaining to information rather 
than documents. If it further assists the Committee, please find attached the whitepaper 
that was provided to UK parliament in 1997, as the basis for what went into the creation of 
the UK Act, should that be useful. Similarly, please also find attached commentary 
pertaining to the whitepaper from Spencer Zifcak, then-Associate Professor of Law and 
Legal Studies at La Trobe University.

We would also draw attention to the Campaign for Freedom of Information organisation in 
the UK, that does advocacy work pertaining to the UK FOI Act, that the Committee may 
find relevant and useful, in terms of anticipating and weighing competing interests.

The organisation seeks to “strengthen the FOI Act, improve how it works in practice, and 
prevent attempts to weaken it.” https://www.cfoi.org.uk/

4. Fees and Charges
We support the call for the removal of application fees by LIV,13 Dr Reuben Kirkham,14 and 
of other submitters and stakeholders.15 We note and support the evidence by ACT 
Ombudsman, Iain Anderson, which related to how the ACT has “moved on from charging 

9 Submission 24, page 12.
10 Submission 9, pages 1 and 2.
11 Submission 55, page 14.
12 Submission 48, page 23.
13 Submission 22, page 8, paragraph 8.
14 Submission 53, pages 1 and 2.
15 Submission 48, page 10 and 11.
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fees” and now imposes very minimal costs. Reducing such barriers to entry and 
engagement are very welcome.

5. Privacy Exception
Victoria Police stated that 94% of their refusals concerned section 33 of the Act, in part or 
in full.16 We would like to highlight the areas of our submission that reference this high 
usage of section 33, and how we have found it burdensome, overzealous, and largely 
overturned on appeal. We would also like to refer to the parts of the joint submission that 
turn to reform of the use of section 33 to prevent withholding information pertaining to 
agency officers both qualitatively and quantitatively.

6. Law Enforcement Exceptions
Victoria Police stated in its submission that section 31 is the second most-used exception 
it deploys when denying access to information.17 For reform, we point to the experiences of
our joint submission that show how this section has been routinely overzealously relied 
upon to withhold information; where the the exception has been invoked in numerous 
fanciful or speculative ways; and ways in which we recommend such exemptions could be 
changed to prevent these from continuing to occur in the existing FOI system, or a new ATI
system.

7. Public Interest
We note the discussions around public interest to date, particularly the submission of Dr 
David Solomon, have been very helpful and useful perspectives. In our view, we would not
recommend that there be too many caveats against disclosure. We would like to see a 
new ATI system implemented that encourages more disclosure, not less, and a system 
that provides agencies with less mechanisms to invoke to prevent disclosure, rather than 
introducing more. The desired result is less secrecy, and more disclosure both qualitatively
and quantitatively.

8. Comments on Culture
We would like to stress that culture is something that can never be underestimated to keep
working on, and support the comments and insights of OVIC, Iain Anderson as ACT 
Ombudsman, along with others on this topic.

Our joint submission provides evidence on how agencies are spending more time 
considering reasons against disclosure; finding good reasons not to disclose. We also note
that OVIC has valuable insights around the increasing use of exceptions, and the need to 
decrease this trend.18

We agree that this is why cultural change is important, along with significant legislative 
change, and support the calls for both of these.

16 Submission 24, page 8.
17 Submission 24, page 8, in unnumbered paragraph under “Exemptions and exceptions in Part III and Part IV”.
18 Submission 55, page 105, paragraph 380.
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We agree that personal information is where agencies appear to be the most 
unnecessarily risk averse, and is an area of improvement that could be focused on to 
encourage more consistent and helpful disclosures of information, and to disburden 
oversight bodies from reviews or complaints that pertain to the unnecessary risk aversion.

A re-framing of what constitutes personal information would also improve the work of  
accountability and advocacy organisations, journalism, and serve the public better as a 
whole, pertaining to the concept of open government, democratic values, and civil 
engagement. Agencies using (and over-using) section 33 of the Act to prevent disclosure 
of the work of agency officers is an area of the joint submission that we would again 
emphasise, for example.

9. Comments on Artificial Intelligence
As Artificial Intelligence (AI) is an ambiguous term, its use here—as is inferred by others 
throughout their evidence and submissions—refers to the use of Large Language Models, 
Machine Learning [sic] systems, or Artificial Neural Networks to emulate decision-making.

I wish to convey to the Committee that there would be concerns about these types of 
technologies being used in the context of information discovery, consideration, and 
release, pertaining to the Act as it currently stands, or any new ATI system.

9.1 ‘The Black Box’
AI systems are closed, by which is meant that even where the models of the systems 
themselves are publicly accessible, the precise logical pathways of any given output of an 
AI system is unknown and non-falsifiable. Falsifiability, or verifiability, is a scientific 
principle that allows for proof of conclusions. Artificial Intelligence systems do not do this. 
Developers of such systems call this the ‘black-box’ part of the systems.  This attribute of 
opaqueness makes such automated systems non-rigorous and inconsistent in decision 
making contexts, which is inappropriate for ATI applications. The results are not only 
inconsistent and variable, but non-replicable and non-falsifiable. Members of the 
Committee may already have experience with those attributes: asking a LLM the same 
question multiple times and getting differing answers each time.

Information release is highly contextualised. It requires understanding of current and 
historical social and political issues relevant to the matters at hand; internal knowledge of 
the institutions relevant to its processing; understanding and interpretation of policy in 
adaptive or non-pedantic ways; and consideration of the complex web of relationships of 
all the above to derive context and a simulacrum of understanding. True understanding is 
not a feature of AI systems. AIs excel at manipulating symbols or doing pattern recognition 
(such as working with words and phrases) based on probability/statistics, and 
randomness, but they have no true understanding of the content they are processing.

In the larger culture globally, problems of bias in terms of racial profiling or political bias in 
AI training data and outcomes have been consistently demonstrated.

AI and machine learning tools are being deployed by police and prosecutors to 
identify faces, weapons, license plates and objects at crime scenes, survey live 
feeds for suspicious behaviour, enhance DNA analysis, direct police to gunshots, 
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determine how likely a defendant is to skip bail, forecast crime and process 
evidence, according to the [United States] National Institute of Justice.

But trade secrets laws are blocking public scrutiny of how these tools work, creating
a “black box” in the criminal justice system, with no guardrails for how AI can be 
used and when it must be disclosed.19

AI … can produce different outcomes throughout its life cycle. Without testing and 
transparency, these nuances are lost and the likelihood of error isn’t accounted 
for… 

Currently, public officials are essentially taking private firms at their word that their 
technologies are as robust or nuanced as advertised, despite expanding research 
exposing the potential pitfalls of this approach.20

-- How AI risks creating a ‘black box’ at the heart of US legal system

If an agency was the sole entity to decide what training data was used and deployed in an 
AI system, this would inevitably ‘bake in’ the bias and cultural-state of the agency into the 
data/outcomes of its AI systems, along with the AI system’s other nescient characteristics.

Even something like summarising content would be contentious, given that AIs are largely 
reliant on the veracity of the training data, and how the systems are built and deployed. 
These factors always correlate to the culture of an agency, the incentives and intentions of 
the AI developers, the companies deploying them, and so on. There is no such thing as 
‘objective’ data or ‘objective’ AI systems.

AIs may also not be so useful for FOI or ATI in any event, where the original documents 
are sought, rather than summaries or abstracts of the documents.

Searching and deciding on which documents to include or not-include would be a problem,
because like above, the methodology of such AI systems is not verifiable, inconsistent, 
non-falsifiable, and non-rigorous. That there is no proof of the AIs conclusion to be 
provided to the applicant in such a circumstance is also a concern around the already 
declining levels of public trust of agencies: the ‘black box’ would only ‘further obfuscate, 
rather than illuminate.’

While it could be surmised that some of these impacts could be mitigated or reduced by 
having the training data incorporate decisions of oversight bodies or review processes and
court decisions (to influence the data away from an agency’s bias or poor cultural-state), 
without overcoming the ‘black-box’ of AIs, the point is moot, and inconsequential—AIs will 
always be insufficient to decision making that is fundamentally verifiable and trustworthy.

9.2 Confabulation
Beyond the difficulty around the lack of verification of how AI decisions are made, AI also 
has a problem with hallucination—or more accurately stated, confabulation—which has an 
impact on source data integrity and entropy.

19 https://thehill.com/business/personal-finance/4571982-ai-black-box-legal-system/  
20 I  bid.
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Shortly after ChatGPT's launch, people began proclaiming the end of the search 
engine. At the same time, though, many examples of ChatGPT's confabulations 
began to circulate on social media. The AI bot has invented books and studies that 
don't exist,21 publications that professors didn't write,22 fake academic papers,23 
false legal citations,24 non-existent Linux system features,25 unreal retail mascots,26 
and technical details that don’t make sense.27

-- Why ChatGPT and Bing Chat are so good at making things up

As noted above, pertaining to the ‘black box’ element of AIs, ‘confabulation’ largely arises 
because AIs do not/cannot posses understanding—it’s merely the manipulation of symbols
and tokens that is occurring as a simulacrum of ‘understanding’ or ‘context.’

Examples of applications of AI in contexts that may be similar to FOI or ATI systems in 
some ways, can illustrate the implications and seriousness of confabulation. I have two 
examples from the United States relating to this issue, that raise the question of 
responsibility and liability for AI decisions, complacency around their use, and show 
broadly how these systems can be misleading and inaccurate. In these chosen examples, 
it’s particularly notable as the systems were dealing with policies, or searching and 
summarising agency or business information, which is directly analogous to imagined 
deployments of AIs in navigating, interpreting, and applying the policies of FOI or ATI 
systems.

My first example is where an AI system confabulated the policy of an organisation and 
provided incorrect information to a customer, which the customer acted upon.28  When the 
customer eventually found the information to be incorrect, they attempted to rectify the 
situation, but the organisation claimed that it “cannot be held liable for information provided
by one of its AI systems” and rejected calls for intervention. The customer proceeded to 
take the matter to a Tribunal for review. In the proceedings, the company continued to rely 
on its defence that the AI was a “separate legal entity” and that “it was not responsible” for 
the misinterpretation/confabulation of the policy, and the ensuing consequences. Luckily, in
this case, the Tribunal rejected that line of argument, and overturned the decision. Human 
intervention in that process is the key point, and how the automation probably created 
more work for all parties involved in the long-run, rather than less.

Another example illustrates LLMs “tendency to confabulate incorrect information while 
presenting that information as authoritatively true.”29 The AI system in that case provided 
incorrect information about a local government’s policy relating to landlords and tenant 
eviction. It also gave “some dangerously wrong answers regarding the treatment of 
workplace whistleblowers.”30 Both had significant real-world implications.31

21 https://twitter.com/hermansaksono/status/1615053056328228864  
22 https://twitter.com/KevinZollman/status/1620438109778509824  
23 https://twitter.com/dsmerdon/status/1618816703923912704  
24 https://twitter.com/samuelharden/status/1620439260125077504  
25 https://twitter.com/ProgrammerDude/status/1619990879040835584  
26 https://twitter.com/harrymccracken/status/1618344082576912384  
27 https://twitter.com/jonmasters/status/1598749857237303302  
28 https://arstechnica.com/tech-policy/2024/02/air-canada-must-honor-refund-policy-invented-by-airlines-chatbot/  
29 https://arstechnica.com/ai/2024/03/nycs-government-chatbot-is-lying-about-city-laws-and-regulations/  
30 Ibid.
31 https://www.thecity.nyc/2024/03/29/ai-chat-false-information-small-business/  
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A recent Washington Post report found that LLMs integrated into major tax preparation 
software provides “random, misleading, or inaccurate ... answers” to many tax queries,32 
highlighting  the complexity of navigating and interpreting complex policies and 
procedures.

Yet another example, this time pertaining to software development, a LLM “hallucinated” a 
software package that didn’t exist, but could be created to deploy malware. This happened
~25% of the time when LLMs were asked in various computer languages, with ~35% 
replicability.33 The point here, being the frequency and ease of confabulation, and to draw 
attention to the fact that as information complexity in the system increases, so too does the
chance of confabulation.

These attributes of confabulation, straying, and the ‘black box’ should provide a strong 
basis for seriously questioning AIs. Hence, I strongly advise that the Committee consider 
making a recommendation, that there be an explicit prohibition on the use of any AI system
in categorisation, searching, applying redactions/exceptions, and delivering documents or 
information.

If any technology may assist the provision of the FOI or a new ATI system, it could be data 
mining systems that are more akin to search engines, that operate based on statistical 
analysis/probability pertaining to large data sets. Such systems are more rigid in providing 
accurate and replicable results, and are distinct from AI systems in this regard. The 
algorithms of data mining systems that simulate ‘decision-making’ are both auditable (the 
logic can be determined) and ‘replayable’ (one can see how one arrived at a specific 
result, based on specific data).

Such data mining systems could be used to provide suggestions such as “have you tried 
searching place X for information Y?” as a result. Of course, considerations and 
safeguards would still need to be implemented so as to not create institutional and 
individual complacency when performing actual searches, and would also be contingent 
on agencies having thoroughly digitised their ‘institutional knowledge’ in order for it to be 
‘digitally mined.’

However, it still stands that AI systems in any event would contribute to an increase in 
complacency and reliance on technological solutionism, rather than addressing the more 
fundamental existing problems, such as poor culture within agencies, or the limitations of 
legislation.

9.3 Complacency
For the reasons outlined above, it should be considered how AIs would make staff 
complacent and dependent on them, and hence would further degrade an already 
degraded FOI system, or impede a new ATI system. 

It is my belief that time, energy, and money would all be much better spent on training 
employees and reforming the culture of agencies, rather than focusing on technological 
‘band-aids’ or attempting to simply port human or institutional problems into technological 
problems.

32 https://www.washingtonpost.com/technology/2024/03/04/ai-taxes-turbotax-hrblock-chatbot/  
33 https://www.theregister.com/2024/03/28/ai bots hallucinate software packages/  
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I also note and agree with the evidence of Iain Anderson as ACT Ombudsman, who is very
cautious about use of AI in FOI/ATI contexts.

9.4 Data sovereignty, privacy, and other social and environmental impacts
Data sovereignty is an issue with AI systems of any type. Ensuring the systems are not 
‘straying,’ nor inadvertently disclosing information to backend systems or outside networks 
in unintended ways, requires significant resources, training, and expertise.

The same would apply for outsourcing AI systems, but also introduce further complexity 
pertaining to data/agency security, personal information security, privacy, the nature of the 
data exchange, the integrity/oversight of the transactions, and ensuring that information 
isn’t being used for other commercial or research purposes—which is often a feature of 
commercial AI entities.

Running AIs are also expensive, and have extensive negative environmental and social 
impacts.34

Time, money, and effort would all be much better spent on other things, as outlined above, 
rather than focusing on the allure35 of AI systems.

# # #

34 https://theconversation.com/the-hidden-cost-of-the-ai-boom-social-and-environmental-exploitation-208669  
35 https://www.publicbooks.org/the-folly-of-technological-solutionism-an-interview-with-evgeny-morozov/  
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Sampling of FOIA Success Rates

Page 1

Jordan Brown - Sampling of FOIA Success Rates

Request success is defined as pages released in full versus pages found, and half a percentage point deducted for each page released in part, which would accurately represent an average approximation of the extent
an average approximation of the extent of redactions applied to the source material using exemptions denoted.

Request Date Request Ack Days to ack Statutory Due Date Actual decision date Days overdue Timeliness Docs found Exemptions invoked Notes

2020-05-19 2020-05-20 1 2020-06-19 2020-08-17 89 59 -96.67% 87 2 26 59 17.24% s31(1), s33

2021-07-19 2021-07-19 0 2021-08-18 2022-07-06 352 322 -973.33% 790 1 87 (763), s25A 5.63% s25A, s31(1), s33

2022-07-19 2022-07-19 0 2022-08-18 2022-10-04 77 47 -56.67% 290 46 244 0 57.93% s31(1), s33

2022-08-22 2022-08-23 1 2022-09-22 2022-12-20 119 89 -196.67% 245 47 172 26 54.29% s31(1), s33, s35

2022-09-22 2022-09-27 5 2022-10-27 2023-02-08 134 104 -246.67% 99 1 98 0 50.51% s31(1), s33

2022-10-31 2022-11-03 3 2022-12-05 2023-02-08 97 65 -103.13% 0 0.00% Complaint made regarding search

2022-12-06 2022-12-07 1 2023-01-06 2022-12-20 13 0 100.00% 0 0.00% Complaint made regarding search, unresolved

2023-04-05 2023-04-05 0 2023-06-21 Still waiting 317 -31,600.00% 0.00% Still waiting for decision, VCAT stayed

2023-07-19 2023-07-20 1 2023-08-21 2023-12-07 140 108 -237.50% 3 1 0 2 33.33% s33

2023-08-04 2023-08-10 6 2023-09-11 2023-10-18 69 37 -15.63% 0 0.00% Complaint made regarding search, unresolved

Averages 115 -3,342.63% 168 16 105 21.89%

Days 
between 
request ack 
and decision

Docs 
released in 
full

Docs 
released in 
part

Docs denied 
in full

Request 
Success











































































































    

       
      

  

  

 

       
      

         
       
    

      
      

     
      

       
       

        
       

       
       

  

         
         

      
      

       
       

       
       

       
     

     
    

     
       

 

      

        
      

      
     

      
    

     
       

     
      

     
      

         
     

        
     

     
      

      
    

       
     

      
       

        
       

     

               
            

          
    

     
            

           
     

    



    

      
     

      
      
       

   

      
      

       
     

       
        

      
     

     
      

      
       

      
      

       
  

     
     

     
     
    

      
    

      
        

  

        
     

        
      

       
       

      
     

        
        

      
     

     
     

     
     

       
       

     
     

      
      

 

     
     

     
    

    
  

  

  

  

  

    

    

      
      

      
        

         
       

      
     
      

     
     

     
        

 

     
     

      
      

      
      

       
        

      
       

      
         



    

       
        
     

     
        

      
      

     
       

     
     

     
     

      
      

     
     

      
     

    

      
       

       
     

     
     
     

     
      

      
       

      
        

  

  

      
     

        
       
    

      
     
     
        

     
    

      
   

     

     
      
    

  

      
    

    
        

         
        

     
     

     
      

      
     
    

      
      

 

       
     
     
    

       
      

      
      

      
      

     
     

         
   

      
      

     
       

      
     

      
     

      
     
      

     
      

      
     

      
       

       
     



    

             
            

         
      

             
               

           
             

           
      

            
      

       
     

        
       

      
     

        
      

        
      

     
      

      
      

     
     

      
    

 

       
      

       
    

      
       

      
       

      
     

       
      

       
       

       
        

      

     
       

    
      

       
       

       
       

     
     

     
      

       
       

     
        

 

     
       

      
      

      
      

        
       

   

     
     

        
       

    
      

    

  

      
       

     
     

      
       

      



    

      
     

      
      
     

    
       

      
     

       
     

        
       

       
      

     
      

  

        
    
      

      
      

      
      

       
     

       
        

    
      

     
      

      
      

      
     

      
     

      
       

      
        

      
        

      
       

     
       

     
     

       
    

       
      
      

       
     

        
        

      
       

      
     
        
       

      
        

     
       
       

       
        

       
       

      
      

      
      

     
       

       
      

    
      

 

         
      

        
     

     
      

     
       

       
        

       



    

     
      

     
      

      
       

                    
           

              

             
 

      
       

      
           

            
         

        

       
      

           

      
         

  
     

         
     

           
          

     
      

     
        

            

     
     
 

      
      

   

        
     
       

     
   

        
      

     
     

      
      

       

      
      

       
       
       

       

    
      
          

     
       

       
     

       
     

    
        
       

   
      
    
   
         

   
     

     
     

   
  
  
        

      
       

  
       
        

        
       

         



     
 

       
     

      








